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Surface duct is a well-observed occurrence in the atmospheric airspace whereby a thin layer of airspace is
formed closer to the surface, hence advancing the propagation range of electromagnetic signals. This ducting
effect can improve radar and radio signal transmission, which affects communication and surveillance
applications. The environmental factors at the site could affect the formation of the duct and the reliance on a
specific set of modelling assumptions made with the Monterey-Miami Parabolic Equation (MMPE) approach of
the ducting system. To estimate the surface ducts more effectively, the Artificial Fish Swarm Driven Dynamic
Seagull Optimization (AFS-DSO) technique is employed in this study. Using several iterations, the study
investigates propagation loss, objective function, convergence rate, and clutter power modelling as
electromagnetic wave propagation attributes. The efficiency of the proposed AFS-DSO is found to be higher than
the conventional technique of Dynamic Seagull Optimization (DSO). The results show the effectiveness of the
improvement compared to the baseline using hybrid optimization algorithms, which can improve estimates of
surface ducts for radar and thin film applications.
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1. INTRODUCTION

Thin films are defined as layers of material that are the
arrangement of a few nanometres (nm) to a few
micrometres (mm) in thickness. It has a common feature
of contemporary technologies in optics and electronics as
protective coatings. Some of the useful features include
reflectivity and electrical conductivity that are suitable for
applications such as semiconductors, solar cells, and
sensors. Therefore, to improve the performance level of
thin films, it i1s necessary to examine their surface
properties because slight deviation would lead to deprived
performance. It helps to predict the surface ducts, a
stochastic process that affects the wave behaviours in thin-
film surfaces [1].

Subordinate surface ducts occur when waves, including
electromagnetic or acoustic waves channelled, are close to
the surface by a condition in the environment or the

* Correspondence e-mail: william160891@gmail.com

2077-6772/2025/17(5)05038(5)

05038-1

PACS numbers: 07.05.Mh, 84.40.Xb

materials surrounding them. In thin films, the
confinement could change the frequency at which signals
could be transmitted and these dependencies directly
impact the effectiveness of the devices. Correct estimation
of these ducts is important to improve the propagation of
these waves and minimize interferences in the effective
usage of energy. However, due to the complex dependency
of film properties and environmental parameters, the
estimation of surface duct remains a problem among
examiners [2].

The classical methods that are used to estimate surface
ducts typically involve the use of approximation formulas,
which fail to address the nonlinearity. Therefore, these
methods could give false predictions which decrease the
applications of thin film. Subsequently, surface-wave
interactions involve multiple parameters and use new
strategies to manage various parameters. To address
these challenges, it has an efficient technique to improve
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the surface duct estimation for thin films [3].

The technical decision-making processes require
optimization methods to reduce the level of errors and
introduce higher levels of efficiency in the solutions
implemented. In surface duct estimation, optimization
helps in the identification of a parameter range to improve
the efficiency of predictive models. Standard approaches
have problems with local optimization and get stuck at
local minima. To analyze these shortcomings, it presents a
new and more efficient optimization algorithm that could
adequately capture the dynamics of surface ducts [4-5].

The aim of the study is to create a new optimization
procedure to determine the surface duct configurations on
thin film, improving the liquid hold-up and flow
capabilities. It is important to enhance performance
indicators using more sophisticated algorithms and helps
in application in fluid dynamics and material science [6-7].

2. RELATED WORKS

High performance and dependability attained by bulk
niobium-based superconducting radio frequency (SRF)
systems were examined in [8-9]. The materials and more
sophisticated surfaces were required for the next
generation of particle accelerators. By implementing the
performance beyond superconductors, the community was
creating next-generation thin-film-based cavities. The
coated cavities for cost savings and thermal stability. It
created cavities coated with materials for higher
temperatures and fields.

The coatings of a thin film with certain characteristics
arranged on a substrate to create new materials as
semiconductors were investigated by [10]. The qualities of
clean production procedures were essential. Purity and
conformance were essential, and contaminants were
removed by operating at an extremely high vacuum. For
analysis or characterization, traditional techniques such
as Raman analysis, as well as profilometry were used. The
growth of an alloy of metal nitride was used to
demonstrate initial evidence of performance.

The surfaces and heat flux in test engines were
determined, while their adaptation to stable facilities
presented difficulties. To handle gauge degradation over
prolonged runtimes, [11] proposed remedies, including a
nanotechnology technique and a novel calibrating technique.
Impulse responsiveness technique for steady-duration
facilities was included. It has the dissimilarities of new
gauges made with contemporary nanotechnology
methodologies for continual turbine test facilities with
traditional heat flux gauges intended for short-duration
capabilities.

In a duct containing a 10:1 ignition ratio, the [12]
evaluated the destructive effects of biogas. The results of the
experiment included an elemental material and a methane
percentage that has distinct peak pressures as a result of an
explosion, maximum flaming area, and film breakdown. The
combination of the methanol percentage with film thickness
generated a pressure gradient pattern. Torrent temperature
was more affected by the film thickness than by the methane
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fraction. The study found that although film thickness had a
significant effect on flame front velocity, it had a bigger effect
on explosion pressure.

In this study [13], a nonintrusive X-ray determining
technique for recreating the thickness pattern of thin
liquid coatings in stable gas-liquid circular pipe motion
was presented. Low fluid loading, circular flows, and
different surface gases and liquid speeds have been
utilized in the experiments. The technique could be used
in circumstances where film volume predominates over
droplet volume and was very sensitive.

3. FORWARD PROPAGATION MODEL
3.1 Propagation Equation Model

In this paper, MMPE parabolic equation to obtain the
waves of the surface duct. The time-harmonic acoustical
field is first represented in a cylinder coordinate system
(q,y, @) by Equation (1).

0(q,,9,5) = 0(q,y, @) f 7S (€H)

The Helmholtz equation is obtained by substituting
into the wave’s equations using coordinates of a cylinder
Equation (2).

10 a 1 92 . .
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Where is [, = o the reference wavenumber and the
0

sound speed of the surface duct indices of refraction.

8(W) = 5-6(y = y1)8(9) 3)

The pressure magnitude with the reference
wavenumber distances is a function of an individual
source ¢,y = y; at dimensions equal to the source level O
and defined as the pressure amplitude at the reference
distance of ¢ was obtained in Equation (3) is the Dirac-
delta function defining the point source contribution. To
reduce the Helmholtz equation's expression by taking
account of the cylindrical dispersion that controls
propagation, we define it in Equation (4).

-1
0(q,y) = Zv(a,y) “4)
Substituting the Equation (4) into Equation (3) and
deriving Equation (5)
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In the solution, the last term from this equation is
frequently ignored and falls off thus. This equation's
second term is typically tiny and provides azimuthal
coupling between various radials. A common phrase for
this term's neglect is the uncoupled azimuth (UNCA)
approximation. For the remaining development, this stage
allows complete three-dimensional (3D) computations.
The operator notation can be used for the remaining factor
of Helmholtz calculation Equations (6-9).
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i}
Oap = 0_q (6)
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The outward propagation field is properly factorized by
defining Equation (10).

v=R,2W (10)

For several causes, including conserving power and the
right initial state of the beginning field, it is crucial to
incorporate the R, variable, a first-order estimation, in
Equation (11).

O0op¥ = jloRop¥ (11)

Suppose that the commutator is very small, which
suggests that the environment has little range dependency
in Equation (12).

v
1 R

94 =Ry, ¥ (12)

—jly
In reality, the commutator is precisely zero for layering
the medium.

3.2 Propagation Loss

It also plays a critical role in estimating surface ducts
on thin films that determine wave behaviour and
performance. The total propagation loss K|, is calculated in
Equation (13).

Ptransmitte
Ko, =10log,, (tim)""Ksurfuce + Kinterface (13)

Preceived

Where K rqce €xamines variations in the surface
characteristics. Kiterface Stands for reflection losses
between film layers. Surface loss is modelled as
represented in Equation (14).

Ksurface = a.e?.c (14)

Where ais the surface loss coefficient, e is the
frequency and c is the film thickness. Interface loss is
given in Equation (15).

2
m;—m
Kinterface =q. (M) (15)

Where m; and m, are the refractive indices of two
layers When the first layer is thinner than the second
layer, by further refining these parameters, the accuracy
of estimation Kjp¢eyfqce Of surface ducts is improved.

4. ARTIFICIAL FISH SWARM DRIVEN DYNAMIC
SEAGULL OPTIMIZATION (AFS-DSO)
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4.1 Dynamic Seagull Optimization Algorithm (DSO)

The DSO method has the benefits of fast integration,
low cost of computation, and the ability to solve massively
restricted problems. It has significant benefits over other
algorithms for optimization. The general optimization
search technique of DSO is linear. Because of the linear
search method, DSO’s extensive search capabilities cannot
be fully leveraged. To increase the algorithm's rapidity and
precision, we give a nonlinear searching control
calculation, as illustrated in Equation (16) that can
concentrate on the seagull groups' exploration process
phase.

B=esX !

Maieration)
f \MaXiteration

7 (16)

Where frepresents the base of the natural algorithm.

Flowchart of DSO starts with the initialization of
parameters, including the maximum number of iterations
and population size. The modification of the seagull
population is followed by the calculation of fitness values
for each seagull. The algorithm then updates the seagulls'
migration and attack positions based on fitness
evaluations. A nonlinear search strategy is pursued to
focus the exploration phase so that it will seek an
appropriate way to the solution space. This process is
repeated until the maximum number of iterations is
reached, ending with the identification of the most
preferred solution.

4.2 Artificial Fish Swarm Optimization (AFS)

The AFS is an optimization algorithm that simulates
the natural behavior of fish. In the same way, AFSA
determines the following fish activities: swarming,
following, and searching for food; it can also map out
solution spaces that are complex to get global optimum
solutions. It combines the ideas of swarm intelligence with
artificial intelligence (AI) so that artificial fish (AF) can
swim and search for the solution to the problems in the
given field dynamically.

5. RESULTS AND DISCUSSIONS
5.1 Comparative Analysis

Table 1 presents the comparison of propagation loss (in
dB) against distance (in Km) for two optimization
methods: The innovative procedures of the DSO [18] and
the AFS-DSO are introduced. The distance between the
transmitter and receiver increases, and both DSO and
AFS-DSO depict an increase in the propagation loss for the
adopted transmission media. However, the AFS-DSO has
a considerably lower propagation loss than DSO at all
distances, which indicates better performance in terms of
efficiency in propagation of signal. The increase in
correctness of surface duct estimation implies that the
AFS-DSO method optimizes the  propagation
characteristics of thin films.
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Table 1 — Numerical values of propagation loss

Distance Propagation Loss (dB)
(Km) DSO [18] AFS-DSO [Proposed]
10 15 12.5
20 18 15
30 20.5 17
40 23 19
50 25.5 21.5
60 27 23
70 28.5 24.5
80 30 26
90 31.5 27.5
100 33 29

Fig. 1 of DSO and AFS-DSO shows that propagation
loss represents different performance characteristics
under different circumstances. The following graph shows
the distribution of propagation loss for both techniques over
distance. DSO usually indicates a higher amount of loss
because of less flexible frequency selection, while AFS-DSO
shows enhanced signal consideration and a reduced amount
of loss in turbulent circumstances. The graph shows that
AFS-DSO is a better solution for the propagation problem,
which improves the quality of the link.

40

@ Dso
354 @ AFS-DSO [Proposed]

>
] ]
30 ? j’ j >
254 @ p
20
15

Propagation Loss (dB)

10 -

40 50 60 70 80 90 100
Distance (km)

10 20 30

Fig. 1 - Graphical outcome of Propagation Loss of DSO and
AFS-DSO

Table 2 shows the decrease in the objective function
value for DSO and the proposed AFS-DSO methods. In ten
iterations, AFS-DSO yields a better objective function
solution compared to DSO with a reduction from iteration
1 at 0.75 to iteration 10 at 0.38. On the contrary, the case
of DSO is displayed with a relatively less decline, it
reaches a final value of 0.5.

Table 2 — Objective function minimization across iterations

Iterations Objective Function Minimization
DSO[18] AFS-DSO
[Proposed]

1 0.75 0.65
2 0.7 0.6

3 0.65 0.55
4 0.62 0.52
5 0.6 0.5

6 0.58 0.48

J. NANO- ELECTRON. PHYS. 17, 05038 (2025)

7 0.58 0.45
8 0.53 0.43
9 0.52 0.4
10 0.5 0.38

The objective function minimization for DSO and the
suggested AFS-DSO are graphically represented in
Figure 2. The graph indicates that objective function
values are reduced across iterations and objectives both in
DSO and AFS-DSO models, with the AFS-DSO model
obtaining relatively lower values in comparison with the
DSO model. This fixed comparison reveals that AFS-DSO
is certainly more improved by the optimization of the
objective function, which states a fine-tuned advancement
of the method in the domain of optimization.

Table 3 gives the values of convergence rates for DSO
and the AFS-DSO for ten iterations. The results shown for
both methods are consistent, as well as the rates of
convergence of both are gradually decreasing toward

1.0

0SO
AFS-DSO [Proposed]

0.8
0.6

0.4

0.2

Objective Function Minimization

0.0

Iterations

Fig. 2 — Graphical Presentation of Objective Function

Minimization of DSO and AFS-DSO

a more stable optimum solution. In general, when
observing the graph with the convergence rates of both
methods, .however, the rates of AFS-DSO are slightly
higher in the first iterations. This observation is useful in
showing that AFS-DSO convergence in general can be
faster than the traditional DSO, hence the potential of
AFS-DSO in optimization tasks.

Table 3 — Numerical values of convergence rates

Iterations Convergence Rates
DSO [18] AFS-DSO [Proposed]
1 0.8 0.75
2 0.78 0.74
3 0.75 0.72
4 0.73 0.7
5 0.71 0.68
6 0.7 0.67
7 0.68 0.65
8 0.67 0.64
9 0.66 0.62
10 0.65 0.6
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6. CONCLUSION

It exposes the benefits of using the proposed AFS-DSO
technique in the estimation of surface ducts in
electromagnetic  propagation environments. When
compared to the conventional DSO method, the
enhancement by AFS-DSO is effective in reducing the
propagation loss, improving the rate at which they
converge, and modelling clutter power to facilitate
accurate radar and radio signal transmissions. Thus, it
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IloBepxHeBl KaHaM — I J0Ope CIIOCTEPesKyBaHe SBUINE B aTMOCHEPHOMY MOBITPSHOMY IIPOCTOPI, KOJIK
TOHKHH IIap IIOBITPSHOTO IIPOCTOPY YTBOPIETHLCA OJIMIKYE 0 MOBEPXHi, IO 30LIbIIye Mlallas3oH MONIMPEHHS

€JIeKTPOMATHITHUX CUTHAJIIB.

Ileit edexr kKamayiB MOMKe IIOKPAIUATH Ilepedady PaJioJOKAIIHHAX Ta

pagiocurHasIiB, 10 BIUIMBAE Ha 3aco0HM 3B'sSI3KY Ta cmocTepeskeHHs. DaKTOpU HABKOJIMIIHBOTO CEpPeIOBHUINA HA
MICITI MOKYTh BIIMBATHU Ha POPMYyBaHHS KaHAJY Ta 3aJIEKHICTH BiJl IEBHOTO HAOOPY IIPUIIYIIIEHb MOJIeTI0BAHHS,
3pobJieHMX 3a JOIOMOTOI0 IIiaxoay mapabosiuHoro piBHaHHA MoHTepes-Maswmi cucremu kaHaunis. Jas OLIbIn
eeKTUBHOI OI[HKM IIOBEPXHEBHX KAHAJIIB Yy I[bOMY JIOCTII;KE€HH] BHUKOPUCTOBYETHCS METOJ JIHUHAMIYHOL
OIrTMMIi3aliii YaoK, KepoBaHOol MITYYHUM PoeM prb. BHKOPHCTOBYIOUM KiIbKa iTeparfii, JOCIIIMEeHHs TOCTIIKYE
BTPATH Ha IOIIUPEHHS, I[IUILOBY (PDYHKIIIIO, IIBUIAKICTH 3015KHOCTI T4 MOJEJIIOBAHHS MOTYKHOCTI IEPEeIIKO K

aTpuOyTIB IOIMUPEHHS eJIEKTPOMATHITHUX XBUJIb.

EderruBHicTs 3ampornoHoBaHOr0 MeTOAYy JUHAMIYHOL

orrTMMi3allli YaydoK BHWINA, HIK TPaIUIINHUN Meron. Pe3ysibraTé MOKA3yoTh e(EeKTUBHICTh IIOKPAIeHHS
HOPIBHSAHO 3 0a30BUM pPiBHEM 3a JOIIOMOTI0I0 T0PHUIHUX aJITOPUTMIB ONITUMI3AIlil, IK1 MOMKYTH IIOKPAIIUTH OIIHKK
HOBEPXHEBUX KAHAJIB JIJIST PAJi0JIOKAI[IMHUX TA TOHKOILJIIBKOBUX 3aCTOCYBAHb.

Karouosi cnosa: IlosepxHeBuit kawmas, IlommpeHHsS eJeKTPOMATHITHUX XBHJIb, l[lapaboJiiuHe pIBHAHHS
Mowurepes-Masawmi, JIlunaMmiusaa onTuMisaliis 4aliok, KepoBaHa IITYYHUM poeM pub, Pagiookariiityi cucremu.
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