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Skin cancer is a frequent cancer globally, and the outlook for a patient and the effectiveness of treat-
ment depend on its prompt identification. Dermoscopic images are very essential in the accurate and au-
tomatic segmentation of skin lesions for helping clinicians diagnose skin cancer. We, in this study, propose
a new semantic segmentation model based on the DoubleU-Net architecture for improving the detail and
accuracy of skin lesion detection. The proposed DoubleU-Net model works by integrating two U-Net net-
works in sequence, where the first U-Net extracts high-level features and provides an initial segmentation
map. The second U-Net refines this output by learning from the residual errors of the first network and
produces a more detailed and accurate segmentation. This dual network design helps in overcoming the
challenges of blurred lesion boundaries and varying lesion sizes, which are common issues in skin lesion
segmentation. We evaluated the performance of our model using the publicly available ISIC(2018) dataset
which contains thousands of annotated dermoscopic images. Our model evolved with the Dice coefficient
and losing cross-entropy in order to deal with class imbalance, which is frequently observed in medical da-
tasets. Experimental results show that our proposed DoubleU-Net architecture performs more effectively
than baseline U-Net model when using the metrics Intersection over Union (0.81589), Dice coefficient
(0.88628), and overall segmentation accuracy (0.94437).
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1. INTRODUCTION settings with limited resources. Tahir Hussain et al. [3]

designed a MAGRes-UNet model, which is the refined
version of U-Net for multi-class tumour and skin lesion
segmentation using accurate MRI. The proposed model
deals with various common problems that occur during
the process of medical image segmentation like gradi-
ent vanishing issues.Yagmur Olmez et al. [4] proposed
a developed algorithm based on the concept of PSO and
focuses to upgrade the accuracy concerning skin cancer
images for segmenting it. The enhanced PSO includes a
visit table to minimize redundant search paths and
utilizes multi-directional search strategy that enhances
diversity, hence the segmentation process. Even with
such advantages of the standard U-Net, it encounters
problems not being able to detect well thin boundaries
of lesions or even fail handling images possessing ex-
treme variations of lesion features. To cope with all
these, we develop a novel model with an architecture as

Skin cancer is one of the main concerns in global
health, as it leads to the majority of cases of all cancers
around the world. Of all the types of skin cancer, mela-
noma is the worst, for its chances of metastasizing are
very high at the time of diagnosis when it has been left
undiagnosed. Chances of survival increase dramatically
if there is an early diagnosis and treatment of skin
cancer, especially melanoma. However, diagnosis of
skin cancer is quite complicated as it involves highly
specialized effort in distinguishing between benign and
malignant lesions. Thermoscopic images that provide
magnified views of the skin lesion are quite frequently
used by dermatologists in making studies of the struc-
ture and patterns inside a lesion. Nazarov Jasurbek et
al. [1] proposed a Genetic Algorithm-based approach
for selecting the optimal image channels for enhancing
skin lesion segmentation. Alafer et al. [2] introduced a Double U-Net that increases the quality of segmenta-

mode} called L-UNet, which is one of the. eff'%cient deep tion map further by incorporating the refinement with
learning-based approaches for high-quality image seg- the second U-Net.

mentation tailored for the various medical applications.

L-UNet Architecture: The architecture is optimised to 2. LITERATURE SURVEY

obtain the finest results in terms of efficiency and accu-

racy of segmentation within a computational model. A Zhou et al. (2019) suggest a modifying form the
model is suitable for applications in different clinical called UNet++. With regard to good structures for
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planting plans, the U-Net approach is interesting be-
cause it helps to enhance good model recognizes images
containing complicated medical data through segmen-
tation and localization of data over multiple scales [5].
GU et al. (2020) present CA-Net, a convolutional neu-
ral network with thick attention mechanisms. The
model target clearness in medical image segmentation
by showing important regions in images working atten-
tion-based layers, rendering it of particular use in sen-
sitive statuses [6]. Jha et al. (2021) brings DoubleU-
Net, extend depth and feature extraction capabilities
by stacking two U-Nets on over one another. forward
segmentation accuracy is the aim of this design, par-
ticularly on rough medical images where little details
are required [7]. Valanarasu et al. (2021) develop Ki-
UNet, an overcomplete convolutional architecture. To
perform high-resolution biomedical image segmenta-
tion, KiUNet strongly captures volumetric and fine
features, reaching the complex details of biomedical
images with overcomplete layers that refine feature
retention [8]. Taghanaki et al. (2021) present a review
of deep semantic segmentation techniques for both
natural and medical images. They check at different
medical image segmentation architectures and chal-
lenges, exhibit the demand of value and workable mod-
els for a limit of imaging contexts [9].

3. EXISTING METHOD

The existing systems of skin lesion segmentation
are dominated by the use of architectures of U-Net.
U-Net relies on the encoder-decoder structure with skip
connections. However, there are some drawbacks using
this architecture. For example, U-Net actually loses
fine details in some cases such as images that contain
subtle lesions with diverse sizes or unclear boundaries.
Other traditional methods for skin lesion segmentation
include thresholding, and clustering techniques, but
these approaches tend to perform poorly on complex
images and are highly sensitive to variations in illumi-
nation and noise.

4. PROPOSED METHOD

To overcome these problems with the current sys-
tems, we introduce a novel semantic segmentation
model using a Double U-Net for the detection of skin
lesions. This model has two U-Net networks stacked
sequentially with the first U-Net generating an initial
segmentation map and the second U-Net refining the
output with learning from the errors in the first net-
work.The system can capture more complex features
and produce more accurate segmentation with the dual
network design.Combining the two models are com-
pared with strengths of two U-Net models, this pro-
posed system can easily handle variations in lesion
size, shape and texture along with more accurate
boundary detection of the lesions. Furthermore, the
proposed system also uses the data augmentation
techniques to resolve the class imbalance problem en-
suring that the model learnt is robust and generaliza-
ble to new data. Such an innovative architecture brings
forth a more precise segmentation for a more decisive
clinical diagnosis and proper treatment planning.
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The section shows the general structure of the Dou-
ble U-Net model, as depicted in Fig.1, and goes into
details about each of the blocks.

4.1 Input Image

The process starts with the raw input image, which
goes through the first U-Net to extract preliminary
feature maps. These feature maps are later passed to
the second U-Net to refine and improve the segmenta-
tion outcome.

First U-Nath

Input Image

Featura Maps
Second U-Netl

Conv Layer 1 Conv Layer 5

l l
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Pooling Layer 1 Pooling Layer 3

l l
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l
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Fig. 1 — Proposed Double U-Net Architecture

4.2 Conv Layer

Convolutional layers in both U-Nets use filters to
identify image features. Convolution Layers 1 and 2 in
the First U-Net capture fundamental patterns and
edges, while Convolution Layers 5 and 7 in the Second
U-Net enhance these patterns.

4.3 Pooling Layer

The network can learn a hierarchical structure of
the input image thanks to pooling, which gradually
compresses the feature maps in both U-Nets.

4.4 Bottleneck

As a bridge between the encoding and decoding
track, the bottleneck layer minimize extracted lesion
point into a minim format while reconstructing im-
portant segmentation information.The bottleneck in
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the first U-Net settle features for a segmentation,
while Bottleneck 2 in the second U-Net further com-
presses and refines the data for a more precise result.

4.5 Up-sampling Layer

Up-sampling layers essentially reverse the pooling
operations by restoring the spatial dimensions of fea-
ture maps. Within each U-Net, up-sampling layers take
the feature mappings through the decoder route to
regain the initial input size (that is, to ‘upsample’).

4.6 Final Conv Layer

Each U-Net merites its final convolution layers
clear the up-sampled feature maps, producing in an
accurate segmentation mask. Conv Layers 3 and 4 in
the First U-Net gives an initial segmentation output,
while Conv Layer 8 in the Second U-Net creates the
final adjustments.

4.7 Final Segmentation Output

The final segmentation map is output of the second
U-Net's linking of all the learnt features from the two
U-Nets. By combining initial and refined feature ex-
traction, this two-stage design successfully the target
regions and includes an accurate segmentation of the
input image.

5. RESULTS AND EVALUATION METRICS

IoU, DSC, Pre, Accuracy, Sensitivity, and Specifici-
ty were the six parameters that were used in the trials
to calculate the segmentation performance of different
models. Intersection over Union (IoU), the Jaccard index
is one of the most essential metrics for semantic segmen-
tation. The intersection area and union of the ground
truth and expected masks are closely computed. In
mathematics, IoU is defined as follows in equation (1):

TP

U= ————— 1)
TP+FP+FN
True positives (TP) are the number of pixels correctly
categorizing the object. False negatives (FN) are the
number of pixels incorrectly classifying the object.
False positives (FP) are the number of pixels wrongly
classifying the object.
Common metric used to root out image segmenta-
tion is the Dice Similarity Coefficient (DSC). Below is
the equation (2) defines DSC in mathematics:

2TP

DSC=———F——
2TP+FP+FN

@)

Acc is expressed as the number of pixels correctly
classified divided by the total number of pixels. It indi-
cates measure of performance in all parts of the imag-
es. Regarding Acc in Math it is defined by the equation
(3) as follows.

Aco=_ TPHTN 3)
TP+TN+FP+FN

where True Negatives (TN) stands for pixels that have
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been precisely found to be outside of the object. Sensi-
tivity (Sen), regularly referred to as recall, evaluates
how well the model can segment lesion pixels. The
equation (4) is definition of Sen in mathematics is as
follows:

Sen=_ ¥ _ )
TP+FN

Specificity (Spe) quantifies the accuracy of the
model in identifying non-lesion pixels correctly. The
equation (5) is definition of Spe in mathematics is as
follows:

TN

Sen=———
TN+FP

®)

The percentage of true positive predictions among all
predicted positives is called as Precision (Pre), and the
equation (6) is definition of Pre in mathematics is as
follows:

Pre=

6
TP+FP ©

Insights into the segmentation model's performance
are provided by each of these metrics, that support
identifying how well it separates lesion zones from the
background and reduces false positives and false nega-
tives.

Table 1 — ISIC2018 segmentation metrics evaluation compar-
ison between DoubleU-Net,U-Net model

Model | IoU DSC Acc Sen Spec Pre
U- 0.8158 0.8862 0.9443 0.9311 0.9554 0.8751
Net++

U-Net 0.8067 0.8801 0.9412 0.9421 0.9473 0.8566

The performance metrics shown in Table 1 is that
DoubleU-Net outperforms U-Net in IoU (0.81589 vs.
0.80671), DSC (0.88628 vs. 0.88018), and accuracy
(0.94437 vs. 0.94120), indicating stronger segmentation
accuracy and overlap with the ground truth masks.
While U-Net has a slightly higher sensitivity (0.94212
vs. 0.93115), Double U-Net’s advantages in specificity
(0.95542 vs. 0.94730) and precision (0.87517 wvs.
0.85661) make it the preferred model, as it balances
accurate segmentation with fewer false positives, lead-
ing to more effective and consistent segmentation per-
formance.

Loss
o.8 — train_loss

— val_loss

0.0 o5 1.0 1s 2.0 25 3.0 3.5 a0
epoch

Fig. 2 — Training and validation loss curves
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Fig. 3 — Training and validation IoU curves
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Fig. 4 — Training and validation DSC curves

& ™ =
HIIOOx
N IRiele] -

Fig. 5 — The ISIC dataset was segmented as follows: (a) origi-
nal image; (b) U-Net results; and (c) Double U-Net result
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Cermenrarnis ypaskens mkipu 3a momomoromo Double U-Net Framework mis nokpamenoro
BUJIYIY€HHSA O3HAK

Pujari Madhuri, Kunchala Supriya, Kodipyaka Sai Ganesh, B. Lakshmi Prasanna

Department of Computer Science and Information Technology, Institute of Aeronautical Engineering, Hyderabad,
India

Pax mkipu € mommupeHUM BUIOM PaKy B YCHOMY CBITI, 1 IIPOTHO3 JIJISI MAITIEHTA Ta €eKTUBHICTH JIKY-
BAHHS 3aJIeKaTh BIJ HOro MBHUAKOI LmenTudikarii. JlepMaTockomiyni 300paskeHHs Iy»e BAYKJIUBI JJIS TOY-
HOI Ta aBTOMATHYHOI CETMEHTAIlll ypaskeHb IIKIpH, IO JOIIOMAarae KJIIHIIKCTaM TIarHOCTYBATH PaK IIKIPH.
VY 1poMy TOCITIIKEHH]I MU IIPOIIOHYEMO HOBY MOJIeJIb CEMAHTHYHOI CerMeHTallil, 3aCHOBAaHY Ha apXITeKTypi
DoubleU-Net, nys1 mokpalneHHs IeTaiisalriii Ta TOYHOCTI BUSABJIEHHS yPasKkeHb IIKIPU. 3alpornoHoBaHa MoO-
nexb DoubleU-Net mpairioe misixom mocsioBHoI iHTerpairii gsox mepesk U-Net, me mepra U-Net Butsarye
BHCOKOPIBHERBI 03HAKM Ta Hajae MovyaTKoBy kapty cermenTarrii. J[pyra U-Net yTounioe meir peaysbrar, Ha-
BYAOYUCH HA 3AJUIMIKOBUX ITOMUJIKAX MTEPIIOl MEpPeski, Ta CTBOPIOE OLJIBIN JeTAaJIbHY TA TOYHY CEeTMEHTAILII0.
Takxa KOHCTPYKIIisS ITOJBIfHOI Mepeskl JormoMarae IoI0JIaTH IIPO0JIeMH PO3MUTHX MEXK ypaskeHb Ta PISHUX
PO3MipiB ypaskeHb, 10 € IOMINPEeHNMH [IpodieMaMul IIpX cerMeHTaril ypaskeHs mkipu. Mu orfiHuIN mpoxy-
KTHBHICTh HAIIOI MOJIeJI1, BUKOPHUCTOBYIOUHN 3araJibHOIoCTymHUM Hadip ganux [SIC(2018), axkuit MiCTUTH TH-
cAYl aHOTOBAHMX JEePMAaTOCKOIIYHUX 300paskeHsb. Harra Moesbs po3BUBaIacs 3 ypaxyBaHHAM KoedilieHTa
Dice Ta BrpaTu nepexpecHoi eHTpOIIil, 1100 BIIOpaTHCS 3 AUCOAIAHCOM KJIACIB, SKUY YACTO CIIOCTEPIraeThCS B
MenuyHUX Habopax maHuX. EkcriepruMeHTabHI pedyJIbTaTH IMOKA3yIoTh, 10 3allPOTIOHOBAHA HAMH apXiTeK-
typa DoubleU-Net mpaioe edexrupminre, mixk 6asoa wmomess U-Net, IIpu BHUKOPHCTaHHI METPHUK
Intersection over Union (0,81589), wxoedimienta Dice (0,88628) Ta 3arajbHOI TOYHOCTI CerMeHTAINIL
(0,94437).

Knouosi ciosa: Cermenrainis ypaskenb mikipu, Apxitexkrypa Double U-Net, CemanTuuna cermeHTariis,
Jlepmockortiuni 300paskeHHs.
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