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This paper introduces novel hybrid approaches for predicting office space occupancy by combining con-
ventional models with artificial neural networks. Specifically, we propose two hybrid models: the Naive
Bayes Classifier integrated with a Multi-Layer Perceptron (NBC-MLP) and a Logistic Mixed-Output Per-
ceptron (LMOP). These models use environmental factors such as temperature, light, and CO: levels to pre-
dict occupancy. The hybrid models are designed to leverage the strengths of both conventional models and
neural networks, enhancing predictive accuracy while maintaining simplicity. The Naive Bayes Classifier,
known for its simplicity with categorical data, complements the Multi-Layer Perceptron’s ability to capture
complex relationships in data. The results show that the proposed hybrid models significantly outperform
conventional models, with the LMOP model achieving an accuracy of 99.28 %. This indicates the hybrid
models’ effectiveness in modeling complex occupancy patterns. Moreover, the models are robust against noisy
data and fluctuations in environmental conditions, making them suitable for real-world applications. These
models also have practical applications for optimizing space utilization and improving energy efficiency. By
predicting occupancy more accurately, they enable better control of HVAC systems and lighting, reducing
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energy consumption.
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1. INTRODUCTION

Over the past decade, building occupancy modeling
has garnered increasing attention due to the observation
that more than 50 % of energy in commercial buildings
is wasted during unoccupied hours [1]. Occupancy status
plays a fundamental role in determining internal loads
and organizing the operational schedules of equipment
and devices, which is critical for managing and operating
energy systems. For instance, in residential buildings, oc-
cupancy profiles can be used in building performance sim-
ulations to improve the energy efficiency of heating, ven-
tilation, and air conditioning (HVAC) systems. These im-
provements can be achieved through energy recovery de-
vices, selecting more efficient HVAC equipment, and ap-
plying intelligent control systems based on occupancy, sig-
nificantly reducing energy waste [2, 3].

Previous studies have demonstrated the effective-
ness of machine learning models in the field of building
occupancy prediction. Techniques like statistical and
stochastic algorithms, including multiple linear regres-
sion [4], support vector machine (SVM) [5], logistic re-
gression [6] (for binary output) and random forest (RF)
[7], have revolutionized this domain. In 2016, Can-
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danedo et al. [4] proposed a model for occupancy detec-
tion using measurements of light, humidity, COz2, and
temperature, applying classification and regression
trees (CART), RF, and LDA. Similarly, Zhou et al. (2021)
applied RF to predict office window opening behaviors
with an accuracy of up to 80 %, outperforming SVM and
extreme gradient boosting (XGBoost) algorithms [8]. Ta-
ble 1, presents a summary of some previous study.

Our study addresses the gap in the literature regard-
ing the use of basic models that may not provide the best
accuracy for occupancy prediction and the exploration of
more complex models to improve prediction perfor-
mance. The key contributions of this study are:
¢ Development of two novel hybrid approaches: NBC-
MLP and LMOP, which combine basic machine learning
models with MLP to improve prediction accuracy.
¢ Combination of simple models and complex architec-
tures: The hybridization of Naive Bayes Classifier (NBC)
and Logistic Regression (LR) with MLP neural networks
allows us to leverage the strengths of simpler models
(speed and effectiveness with small datasets) while ben-
efiting from the optimization power of MLP.

e Enhanced prediction precision: The integration of
these hybrid models offers a promising solution to im-
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prove occupancy prediction accuracy, which can ulti-
mately lead to more effective energy management and
reduced energy waste in buildings.

In summary, we focus on improving the accuracy of
MLP-based models for occupancy prediction by introduc-
ing novel hybrid approaches that combine both simple
and complex machine learning models. This approach
holds the potential to significantly improve the efficiency

Table 1 — Summary of some research on occupancy prediction

JJ. NANO- ELECTRON. PHYS. 17, 03038 (2025)

of building energy system

The structure of the presented study is organized as
follows: the second section introduces the adopted meth-
odology, which includes a detailed explanation of the
proposed hybrid models. The third section then presents
and discusses the obtained results. Subsequently, the
fourth section provides a comparative analysis, and the
final section concludes with a summary of the study.

Ref Methods Architecture Inputs Accuracy
[4] RF Office room Light, CO2 97.41
LDA COg2, Temperature 87.62
[9] SVM household Electric power consumption (W) 90
KNN 88
HMM 87
[10] | HMM high-density Occupancy data for 12 months -
library building
[11] | LDA, SVM, Residence Indoor and outdoor environmental 85 % and 83 %
RNN measurement
[12] | TS-ANN Office Occupancy and time 97.4 %
[13] | CatBoost Laboratory Air quality index, COz concentration, 92.9 %
Temperature and humidity

2. METHODOLOGICAL APPROACH

This study aims to enhance prediction accuracy and
minimize input variables by hybridizing linear, proba-
bilistic models with neural networks. This is key for
building occupancy prediction, balancing accuracy, com-
putational efficiency, and simplicity. Two hybrid models
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are proposed: the first combines Logistic Regression (LR)
with a Multilayer Perceptron (MLP), and the second
merges the Naive Bayes Classifier (NBC) with an MLP.
LR provides interpretability, while NBC is effective with
noisy or limited data. Fig. 1 illustrates the methodology.
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Fig. 1 — The proposed methodology
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Both hybrid models were trained to predict building
occupancy using inputs like temperature, lighting, and
COz2 concentration, key factors influencing occupancy.
By combining neural networks' predictive power with
the simplicity of linear and probabilistic models, the
study aims to enhance accuracy while keeping the model
efficient.

The approach ensures adaptability and scalability,
with Logistic Regression and Naive Bayes providing
quick, robust components, and the MLP network captur-
ing complex patterns.

The study used three datasets [4] of an office room
for training and testing the classification models, sum-
marized in Table 2. These datasets include temperature,
humidity, light, CO2 levels, occupancy status, and
timestamps. Variable selection was based on correlation
analysis (Fig. 2).

Table 2 — Data set description

Data Set Number Class Distribution (%)
of Obser-
vations
Training | 8143 0(79%) -1 (21 %)
Testing 1 | 9752 0(79 %) — 1 (21 %)
Testing 2 | 2665 0 (64 %) — 1 (36 %)
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Fig. 2 - Correlation matrix between variables
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2.1 Classic Classification Models

Naive Bayes Classifier (NBC): NBC is a Boolean
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classification method based on Bayes' law. In our study
the model tries to predict whether the space is occupied
(1) or is not occupied (0). So, the principle is to choose the
most probable value of the output (Y) based on the vector
of inputs X = [vy, V5, ..., V] as expressed in equation (1)
[14, 15].

P(r=y ) 1 P(X;|Y = yi)
Y « argmax 1
& Vi ZjP(YZJ’j)HiP(Xi|Y = yj) )

which simplifies to the following equation (because the
denominator does not depend on y;).

Y(_argn}l]ixp(y=yk)HiP(Xi|Y=yk) 2

Logistic Regression (LR): Logistic regression is a
statistical method used in binary classification prob-
lems, the output of which can be 1 or 0. The output is
transformed into probability using sigmoid function
which maps any real-valued number into the (0, 1) inter-
val, and it is given by [16]:

— 1 3
- 1+e—(a0+a1x1+a2x2+~-+anxn) ( )

Where P is the probability of the output, «, is the in-
tercept, and a;,a,, ..., @, are the coefficients of the in-
puts x{,x;, ..., Xp.

Random Forests (RF): Random Forest (RF) is one
of machine learning algorithm which combines a plenty
of decision tree models to make regression or classifica-
tion [17].

2.2 Proposed NBC-MLP Hybrid Occupancy Pre-
dictor

This study introduces a hybrid approach for predict-
ing office space occupancy, combining the Naive Bayes
Classifier (NBC) with a Multi-Layer Perceptron (MLP)
neural network. The model uses indoor temperature (T)
and light intensity as inputs for the NBC, which gener-
ates a probabilistic occupancy prediction. This output is
then fed into the MLP along with CO: levels, refining the
prediction into a continuous value. A thresholding tech-
nique is applied to convert this output into a binary occu-
pancy status (y = 1 for occupied, y = 0 for unoccupied).
Fig. 3 illustrates the model structure.
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Fig. 3 — Structure of the proposed NBC-MLP hybrid model, which consists of two hidden layers {20, 10} with ReLLU activation and a sigmoid
activation function in the output layer. The COz level and the output of Naive Bayes Classifier (NBC) model serve as the inputs of MLLP

Equation (6) formalizes the relationship governing
the overall model’s output, integrating the probabilistic
prediction from the NBC with the continuous refinement
from the MLP. This hybrid approach aims to enhance

prediction accuracy by leveraging the complementary
strengths of probabilistic reasoning and neural network-
based learning.
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where: This section presents a hybrid approach for predict-
. wfi), wgi), wg’ 'L), and “’5,] ) are the weight associated re- ing office occupancy, combining Logistic Regression (LR)

spectively with C0,, the output of NBC for each neuron
i of the first hidden layer of the MLP, the weight between
the neuron i of the first layer and the neuron j of the
second hidden layer, and the weight between the neuron
j of the second layer and the final output.

b, b and b 5 Are respectively: the bias associated
with each neuron i of the first layer, the bias associated
with each neuron j of the second layer, and the bias of
the final output of the MLP.

2.3 Proposed LMOP Hybrid Occupancy Predictor

LR

Temperature

Light

€O2 level

with a Multi-Layer Perceptron (MLP) neural network.
The process begins with using indoor temperature (7)
and light intensity as inputs for the LR model, which
generates an initial occupancy prediction. This output is
then fed into the second hidden layer of the MLP, along-
side COz levels as the input for the first hidden layer.
The MLP refines the prediction by integrating the COz
level. The final continuous output from the MLP is con-
verted into a binary classification: occupied (y = 1) if the
output exceeds 0.5, and unoccupied (y = 0) otherwise.
Fig. 4 illustrates the model structure, and Equation (7)
defines the output relationship between the LR and
MLP models..

LMOP Occ
0o
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Fig. 4 — Structure of the proposed LMOP hybrid model, which consists of two hidden layers {5, 5} with ReLU activation and a
sigmoid activation function in the output layer. The COz level serves as the input to the first layer, while the output of the linear
regression (LR) model is linked as an additional input to the second layer

1

Occ=1; if LMOP_Occ= >0.5
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Occ =0 ; if else

3. RESULTS AND DISCUSSION NBC-MLP and LMOP, significantly outperform the oth-
ers, with the NBC-MLP model achieving 98.91 % accuracy
and the LMOP model reaching 99.28 %. These results
highlight the effectiveness of hybrid models in enhancing
predictive accuracy, demonstrating their potential to out-
perform standard MLP models and emphasizing the
value of hybrid approaches for optimizing accuracy.

This section provides an analysis of the results from
the proposed approaches, comparing them with tradi-
tional models. Table 3 shows a detailed comparison of ac-
curacy across all models: NBC, RF, LR, MLP, and the hy-
brid models, NBC-MLP and LMOP. The hybrid models,

Table 2 — Models’ accuracies across different scenarios in the test and training phases

Accuracy (%)

Models Inputs Training Test 1 Test 2
NBC T, light, CO_2 level 97.78 98.74 97.74
light, CO_2 level 98.35 99.01 97.71

CO_2 level 90.22 78.64 87.27

RF T, light, CO_2 level 100 96.24 94.74
light, CO_2 level 100 95.81 94.33

CO_2 level 97.53 63.80 78.94
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LR T, light, CO_2 level 98.60 99.16 97.86
light, CO_2 level 98.83 99.31 97.82
CO_2 level 90.18 78.67 87.24
MLP T, light, CO_2 level 99.23 91.29 93.36
light, CO_2 level 98.88 94.00 97.26
CO_2 level 91.87 60.60 86.19
NBC-MLP T, light, CO_2 level 98.82 98.72 97.64
light, CO_2 level 98.85 98.91 97.75
LMOP T, light, CO_2 level 98.80 99.28 97.86
light, CO_2 level 98.48 99.22 97.86
Accuracy: 94.00% Accuracy: 98.91%
1 m 1 1
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(a) Predicted occupancy vs. Measured occupancy using a
standard MLP after applying the 0.5 decision threshold
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(b) Predicted occupancy vs. Measured occupancy using the
proposed NBC-MLP hybrid occupancy predictor after apply-
ing the 0.5 decision threshold

Accuracy: 99.28%
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(c) Predicted occupancy vs. Measured occupancy using the proposed LMOP hybrid occupancy predictor after applying the 0.5
decision threshold
Fig. 5 — Predicted occupancy vs. Measured occupancy during Test 1 phase for the standard MLP, Proposed NBC-MLP, and
LMOP hybrid occupancy predictors after applying the 0.5 decision threshold across optimal scenarios

Fig. 5 further compares reconstructed occupancy pro-
files with actual profiles before and after applying the
0.5 decision threshold for the MLP, NBC-MLP, and
LMOP models. The MLP model struggled to capture oc-
cupancy variability, while the hybrid models accurately
reconstructed the profiles.

4. COMPARISON ANALYSIS

In this section, we compare the performance of our
hybrid approaches with existing methods in the litera-
ture, using the same dataset for occupancy prediction in
office spaces. The study [4] tested several classification
methods, including Random Forest (RF), Gradient
Boosting Machine (GBM), and Classification and Re-
gression Trees (CART), achieving accuracies of 98.06 %,
96.10 %, and 96.52 %, respectively, using variables such
as temperature, humidity, light and COz level. Another
study [14] used the Naive Bayes Classifier (NBC) with
similar variables, achieving 97.7 % accuracy. In compar-
ison, our hybrid models, NBC-MLP and LMOP, demon-
strated significant improvements. The LMOP model, in

particular, achieved 99.28 % accuracy, outperforming all
other models tested.

5. CONCLUSION

In this work, we proposed two novel hybrid approaches
— NBC-MLP and LMOP - for predicting occupancy in office
spaces by combining conventional classification models
with neural networks. By integrating environmental vari-
ables such as temperature, light, and CO: levels, these
models significantly outperformed conventional methods
like Naive Bayes Classifier, Random Forest, Gradient
Boosting Machine, and Classification and Regression
Trees. Notably, the LMOP model achieved a remarkable
accuracy of 99.28 %, setting a new performance bench-
mark. Comparisons with existing literature further high-
lighted the superiority of our approaches, demonstrating
enhanced accuracy, robustness, and reliability. Overall,
this study makes a significant contribution to indoor occu-
pancy modeling, offering promising solutions for smart
building management, energy optimization, and occupant
comfort improvement.
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V¥ craTTi mpegcraBieH] HOBI TOPUIHI MAXOAN 10 IIPOTHO3YBAHHS 3aII0OBHIOBAHOCTI O(ICHUX IIPUMIIIEHD
NUISXOM IOEIHAHHS TPAIUIIMHUX MOJeJIeH 31 IITyYHUMM HEeMPOHHUMU MepPerRaMu. 30KpeMa, 3aIlpOoIlOHO-
BaHO ABI1 rOpUIHI MOJeJIi: HalBHUM 0aeciBCHKUM KJIacudikaTop, IHTErpOBaHMHA 3 6AraTONIAPOBUM IIEPIIEIITPO-
uom (NBC-MLP), Tta snoricrrnunuii mepientpoH 3i amimanuM suxogoMm (LMOP). i Mmomesri BUKOPHCTOBYIOTE
axTOpH HABKOJMIIHBOTO CEPeOBUINA, TAKI AK TeMIeparypa, ocBiTieHHsa Ta piBeHb COg, I mporHosy-
BaHHSA 3aII0BHIOBAHOCTI, II0 BITHOCUTHCSA 0 3a4a4 MPUKIaaHOI disuku. ['6puaHi Momesai po3pobieHi a1 Bu-
KOPMCTAHHS CUJILHUX CTOPIH SIK TPAIUIIAHUX MOJeJIe, TaK 1 HeMPOHHIX MePesK, HMiABUIILYI0UYHN TOYHICTh IIPO-
THO3yBaHHs, 30epirarovu IIpy IIbOMY IIpocToTy. BaeciBebknil KiacudiraTop, BIIOMII CBOEO IIPOCTOTOI0 pOOOTH
3 KaTeropiaJIbHUMHU JaHUMHU, JOTIOBHIOE 3IATHICTH 6ATaTOITaPOBOro MEPIEIITPOHA (PIKCYBATH CKJIAIHI B3ae-
MO3B'SI3KH B JAHUX. AHAJIOTIYHO, JIOTICTUYHHUH IIEPIIENTPOH 31 3MIIIIAHUM BHXOJIOM IHTErPYy€E JIOTICTUYHY pe-
rpeciio 3 HeMPOHHUMY MEPesKaMH JIJIS IIOKPAIIEeHHA MOKIUBOCTEH IIPOTHO3yBAHHSA. Pe3ysibTaTi MOKa3yIoTh,
110 3AITPOIIOHOBAHI TOPH/IHI MOZeJIl 3HAYHO IIePEeBEePIILYIOTh TPaUIiiiHl Mogesl, mpuuomy moaens LMOP ro-
carae Toarocti 99,28%. Ile cBiquuTh PO eeKTUBHICTE TIOPUIHUX MOJIEJIEN Y MOJIETIOBAHHI CKJIAHUX MOJIe-
JIe# 3aITOBHIOBAHOCTI. BlitbIite Toro, Mojesti CTIMK 10 IIIyMHUX JaHUX Ta KOJWBAHb YMOB HABKOJIUIITHBOTO Ce-
Pe0BHUIIA, 10 POOUTH iX IPUIATHUMH JJIS PeaIbHAX 3aCTOCYBAHb. 3aBIAKMA TOYHINIOMY IIPOrHO3YBAHHIO 3a-
THOBHIOBAHOCTi, BOHU JIO3BOJISIIOTH KPAIlle KOHTPOJIIOBATH CUCTEMH OIAJIeHHS, BeHTHJISI] TA KOHIUIIOHY-
BauHaA nosiTpsa (HVAC) Ta ocBiT/IeHHS, 3SMEHIIIYIOUN CIIOKUBAHHS €HePrii.

Kmiouosi cnosa: 3amosuenicts, Kepysanusa enepriero, Baratomaposunit mepcentpos, [NOpumamit mimxim,
IIporuosysanus.
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