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Using a sophisticated resembling based machine learning (ML) algorithm, this research looks at the direction of 

renewable energy generation based on distributed electromagnetic radiation and how it relates to the consumption of 

traditional energy sources. For a feasibility analysis of the energy system design strategy, a forecasting model for 

renewable energy with a long-time horizon may be used. In this paper, an enhanced attribute-scaled naive Bayesian 

(EASNB) method is proposed for assessing sustainable renewable energy. For this study, we first collect a dataset on 

renewable energy sources, and then we normalize the actual data as a pre-processing step to get an accurate energy 

assessment. Then, the relevant attributes from the pre-processed data are extracted using linear discriminant analysis 

(LDA). Consequently, the efficient assessment of sustainable renewable energy is accomplished using the suggested 

EASNB approach. The suggested method's ability is measured in terms of R2 value, MASE, AMRE, accuracy indicators, 

and is compared with that of existing approaches. The findings of this research indicate that, when it refers to the 

evaluation of sustainable renewable energy, our method performs better than the ones currently in use. A healthy 

environment results from determining the exact and appropriate consumption of energy and promoting the use of 

sustainable energy. Future estimates expect the consumption of renewable energy at around 79.03 EJ in 2025 as well 

as 55% of energy output on average in 2040. 
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1. INTRODUCTION 
 

Globally, the use of renewable energy sources 

considering wind power, solar energy, and fuel cells has 

been encouraged via the implementation of sustainable 

and renewable energy networks and laws. Information 

regarding renewable energy may have an effect on the 

economic and environmental feasibility of renewable 

energy sources in a number of ways, including the 

choosing of renewable energy facilities in light of their 

capabilities and the daily complex patterns of energy 

demand and supply [1]. For a feasibility analysis of the 

energy system design strategy, a forecasting model for 

renewable energy with a long-time horizon may be used. 

In addition, this approach can cut down on unneeded 

regulatory expenses while integrating renewable energy 

sources into the energy system [2]. 

The electric power system faces difficulties as a result of 

the increasing penetration of renewable energy since its 

supply is erratic and may not match demand perfectly. As an 

illustration, a sudden variation in frequency may result from 
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days that are gloomy, wet, and windless. These energy 

resources instability and low producing inertia lead to an 

imbalance in the power system, which can compromise the 

stability of the electric grid. It is necessary to continually 

manage the balance between supply and demand in order to 

preserve the stability and dependability of power networks 

with significant penetrations of renewable energy sources [3]. 

The investigation of connected issues is nonlinear and 

unpredictable since the electric and sustainable energy 

networks are undergoing continuous dynamic change. Its 

study is mostly hindered by the fact that most of the time it 

is hard to develop precise mathematical formulas or to define 

it using statistical models [4]. For the purpose of evaluating 

sustainable renewable energy sources, an enhanced 

attribute-scaled naive Bayesian (EASNB) technique has been 

presented. 

The further part of the study includes section II 

indicates the related works, section III indicates the 

suggested work, phase IV indicates the result and 

discussion, and phase V indicates the conclusion. 

http://jnep.sumdu.edu.ua/index.php?lang=en
http://jnep.sumdu.edu.ua/index.php?lang=uk
http://sumdu.edu.ua/
https://doi.org/10.21272/jnep.15(4).04022
mailto:william160891@gmail.com
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2. LITERATURE SURVEY 
 

The research [5] provided a comprehensive overview of 

machine learning (ML) apps in manufacturing fields that 

have a significant impact on environmental sustainability, 

such as “renewable energies, smart grids, the catalysis 

industry, and power storage and distribution”. The study [6] 

provided a summary of the ML and meta-heuristic 

optimization-based renewable energy forecasting methods 

that have been applied in this sector. A thorough 

bibliography is also done, suggestions for further research 

are offered, and a number of difficulties have been 

discussed. The study [7] reviewed the most recent and 

significant scholars in the field of learning-based 

approaches to renewable challenges. There are several 

different “Deep Learning (DL) and ML methods” used in 

solar and wind energy supply. A new taxonomy is used to 

evaluate how well the approaches described in the research 

execute. The goal of this study is to undertake complete 

procedures leading to performance assessment of the 

provided approaches. It also analyses significant challenges 

and opportunities for in-depth study. The research [8] 

offered a method for producing electrical energy from the 

wind called “Multi-Objectives Renewable Energy-

Generation (MORE-G)”. The MORE-G is distinguished by 

tackling a pressing issue, decreasing material costs (i.e., 

lowering the demand for labour and decreasing reliance on 

outside nations for the import of electricity), and expanding 

the scope of the ministry of energy.  

 

3. PROPOSED WORK 
 

The overuse of fossil fuels would not only speed up the 

depletion of fossil fuel reserves but also have a severe 

impact on the environment, as is now widely accepted. 

This is because global industry is advancing quickly. 

These factors will lead to rising health hazards and the 

risk of climate change. To overcome this issue, we 

proposed an Enhanced attribute-scaled naïve Bayesian 

(EASNB) method. Fig. 1 denotes the representation of our 

proposed methodology. 

 

3.1 Dataset 
 

Publicly accessible datasets, namely a wind dataset, 

were utilized to confirm and assess the effectiveness of the 

suggested technique. This information was acquired in 

New Kirk and retrieved from NREL. The power is 

expected in this dataset, which considers the five inputs of 

“wind speed, wind direction, air temperature, air density, 

and surface air pressure” [8-10]. Wind dataset is described, 

together with its parameters and units. Table 1 denotes 

the summary of wind dataset along its variables and units.  

 

3.2 Data Preprocessing Using Normalization 
 

Data normalization is a pre-processing technique that 

involves scaling or otherwise altering the data to ensure 

that each feature contributes consistently. A technique 

called min-max normalization converts the initial range of 

 
 

Fig. 1 – Representation of our suggested technique 
 

Table 1 – A summary of the wind dataset, including its units and 

variables 
 

Max Air Density 1.0950 Kg/m3 

Latitude  35.00168 

Time interval  5 min 

Longitude  – 104.258 

Duration  (1 year) 2012 

Totals Points 105.121 
 

data linearly. It is a method that maintains the connection 

between the real information. It is a key approach that can 

correctly fit data into pre-defined borders and bounds. 

According to this normalizing technique, 
 

 𝐿, = (
𝐿−𝑚𝑖𝑛𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝐿

𝑚𝑎𝑥𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝐿−𝑚𝑖𝑛𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝐿
) ∗ (𝑂 − 𝐺) + 𝐺 (1) 

 

Where, L denotes Min-Max normalized data. Pre-defined 

boundary is [G, O] L represents the range of actual data & 

M represents the mapped one information. 

 

3.3 Feature Extraction Using Linear Discriminant 

Analysis (LDA) 
 

Features, or the traits of the objects of interest, when 

properly chosen, are reflective of the most pertinent data 

the picture has to provide for a thorough characterization 

of a lesion. The most noticeable traits that are typical of 

the different classes of objects are extracted using feature 

extraction approaches, which analyses objects and 

photographs. By taking into account the definition of the 

pertinent aspects of the picture into a feature vector, the 

extracted feature must offer the classifier with the 

characteristics of the input type [1, 11]. 

Finding a linear combination of characteristics is done 

using LDA techniques in statistics, pattern recognition, 

and ML. LDA makes a clear effort to represent the 

distinction between the various data classes. On the other 

hand, factor analysis creates the feature whereas PCA 
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ignores any class differences. LDA provides a linear 

combination of the features that produces the highest mean 

differences between the target classes when given a set of 

independent characteristics with respect to which the 

information is defined. We specify two metrics: 1) one is 

referred to as the within-class scatter matrix as provided by 
 

 𝑇𝑥 = ∑ ∑  𝑤𝑗
𝑖 − 𝜇𝑖

𝑀𝑖
𝑗=1

𝑑
𝑒=1 𝑤𝑗

𝑖 − 𝜇𝑖
𝑆
 (2) 

 

“Here 𝑤𝑗
𝑖 is the ith example of a class 𝑖, 𝜇𝑖 is the mean of 

class 𝑖, 𝑑 is the number of classes, and µj is the number of 

samples in class j and 2) between class scatter matrix” 
 

 𝑇𝑎 = ∑ 𝜇𝑖 − 𝜇)𝑑
𝑒=1 𝜇𝑖 − 𝜇𝑆

 (3) 
 

where 𝜇 stands for the average across all courses.  

 

3.4 Attribute-scaled Naive Bayesian (ASNB) 

Method 
 

The impacts of noisy or pointless qualities can be 

removed via effective attribute scaling. We provide a 

scaled method in this section, where each conditional 

attribute-class probability is given its own power as a 

weight. There are exactly as many class labels as there are 

scaled for each characteristic. Although the basic concept 

of our scaling approach is the same as that of the works in, 

it differs from other techniques in that it builds a correct 

objective function and applies a novel scaling procedure. 

Assume that 𝑁 = {𝐼𝑥 , 𝑀𝑥}, 1 ≤ 𝑥 ≤ 𝐷, where D is the 

number of instances and 𝑀𝑥 𝜖 { 𝑀1, … , 𝑀𝑐}. 𝐼𝑥 is an n-

dimensional vector, 𝐼𝑥 = (𝐼𝑥1,𝐼𝑥2,….,𝐼𝑖𝑛,), 𝑑 is the number of 

attributes, and 𝑀𝑥 is the class lable. In this article, we 

explore the binary categorization and presumptively use 

the categories 1 and – 1. Then, for each attribute, we 

describe two scalable, one corresponding to the class  

𝐶1 = 1 and another to the class 𝐶2 = −1. By including two 

scaling for each attribute, the scale NB classifies an 

instance 𝐼𝑥 by choosing: 
 

 arg max
1≤𝑝≤2

𝐾(𝑀𝑝) ∏ 𝐾(𝐼𝑥𝑝|𝑀𝑝)
𝑗𝑤𝑝𝑑

𝑤=1  (4) 

 

In equation (5), there are two alternatives for 𝑝 𝑖𝑛 𝑗𝑤𝑝. We 

donate these cases by. 𝑗𝑤 𝑎 𝑛𝑑  𝑗̅𝑤 if 𝐼𝑥 is allocated to the 

real class and its counterpart, respectively. Assuming that 

𝑀𝑝  is the real class of  𝐼𝑥 , the value of 𝐾(𝑀𝑖|𝐼𝑥) is 𝑥 =

1, … . , 𝐷 where 𝑀̅𝑝 = −𝑀𝑝. Then it is quite natural that the 

value of  
 

 𝐾(𝑀𝑝) ∏ 𝐾(𝐼𝑥𝑝|𝑀𝑝)
𝑗𝑤𝑑

𝑤=1  (5) 
 

Must be higher, while the value of 
 

 𝐾(𝑀̅𝑝) ∏ 𝐾(𝐼𝑥𝑝|𝑀̅𝑝)
𝑗̅𝑤𝑑

𝑤=1  (6) 
 

The following may be written by taking into account the 

scaled for attributes: 
 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒  𝑞(𝑤) ∑
𝐾(𝑀𝑝) ∏ 𝐾(𝐼𝑥𝑝|𝑀𝑝)

𝑗𝑤
−𝐾(𝑀̅𝑝) ∏ 𝐾(𝐼𝑥𝑝|𝑀̅𝑝)

𝑗̅𝑤𝑑
𝑤=1

𝑑
𝑤=1

𝐾(𝑀𝑝) ∏ 𝐾(𝐼𝑥𝑝|𝑀𝑝)
𝑗𝑤−𝐾(𝑀̅𝑝) ∏ 𝐾(𝐼𝑥𝑝|𝑀̅𝑝)

𝑗̅𝑤𝑑
𝑤=1

𝑑
𝑤=1

𝐷
𝑥=1  ,     (7) 

 

 

where 𝑗 = (𝐽1,𝑗1̅,, 𝐽2,𝑗2̅, … . 𝐽𝑑 , 𝑗2̅,) is a set of unknown variables 

(attribute scales). The objective function (8) resembles the 

objective function in many ways. The scaled in number (8) 

is seen as a positive number. Additionally, we set a cap for 

these scaled to protect huge quantities. So, using a hyper 

box, we maximize the aforementioned goal function [𝑒;  𝑔]: 
consequently, the issue (8) may be described as a restricted 

optimization problem: 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 − 𝑞(𝑗) 

 

Subject to 𝐽𝑥,𝑗𝑥̅, 𝜖 [𝑒, 𝑔], 1 ≤ 𝑥 ≤ 𝑑                                      (8) 
 

It is possible to use a variety of techniques to convert 

the issue (8) into an unconstrained optimization. A local 

optimization approach is used to determine the scales in 

equation (8). The quiescent approach is applied with the 

NB classifier as the starting point. In order to discover the 

attribute scales for further development, we more 

accurately initialize everything scaled to unity and then 

employ the quiescent approach [12-14]. In other words, we 

begin our search for the best classifier with the NB 

classifier. It should be noted that a global optimization 

may also be used to determine the issue's overall solution 

(8), although doing so will make the issue more difficult. 

 

4. RESULT AND DISCUSSION 
 

Energy from renewable sources is good for the 

environment. However, a variety of properties of 

renewable energy can cause uncertainty in its use as a 

power source. Here, we proposed an enhanced attribute 

scale naïve bayes (EASNB) method and we analyze with 

other existing method like Deep neural network (DNN), 

Bidirectional long short term memory (BiLSTM), 

Convolutional neural network-BiLSTM (CNN), AB-Net. 

Accuracy is the measure of how closely an analyzed or 

calculated value resembles its genuine value. The error's 

ratio is multiplied by 100 to determine the error's 

percentage. Fig. 2 represents the outcome of accuracy.  
 

 
 

Fig. 2 – Outcome of accuracy 
 

Mean Absolute Scaled Error (MASE) is a scale-free 

mistake measure that introduces each error as a ratio to 

the average error of a baseline. MASE has the benefit of 

not providing undefined or infinite values, making it a 

desirable option for intermittent-demand series. It may be 

used to a single series or as a tool for series comparison. 
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The following equation gives the definition of MASE: 
 

 𝑀𝐴𝑆𝐸 = 𝑚𝑒𝑎𝑛 (|𝑞𝑡|) (9) 

Here, 

 𝑞𝑡 =
𝑒𝑡

1
𝑛−1

∑ |𝑦𝑖−𝑦𝑖−1𝑛
𝑖=2 |

 (10) 

 

The collection of forecasting sample periods is given by  

t  1...n. Fig. 3 denotes the comparative analysis of MASE 

with traditional and suggested technique.  

In a regression analysis, the R-Squared statistic is 

used to determine what fraction of the variation in the 

based-on variables can be accounted for by the 

independent variable. To put it another way, R-squared 

shows how well the data fit the regression analysis. 
 

 
 

Fig. 3 – Comparative analysis of MASE with traditional and 

suggested technique 
 

 𝑅 − 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 =  
𝑆𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛

𝑆𝑆𝑡𝑜𝑡𝑎𝑙
 (11) 

 

Here, 

𝑆𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 is the total of squares resulting from regression 

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 is the total of squares.  
 

The definitions of the variables are clear despite the 

labels "sum of squares owing to regression" and "total sum 

of squares," which may be unclear. The sum of squares 

resulting from regression gauges how well the regression 

model corresponds to the modelling data. The sum of all 

squares calculates the variance in the measured values. 

Figure 4 shows the comparison of R-Square with 

conventional and recommended procedures.  
 

 
 

Fig. 4 – Comparative analysis of R-square with traditional and 

suggested techniques 
 

Mean Absolute Error is one metric for evaluating 

regression models (MAE). The MAE of a system is defined 

as the average absolute value of each prediction error over 

all instances in the test set. The MAE statistic is used in 

regression models as a measure of model quality. The 

MAE of a system for a certain test set is simply the average 

of the absolute values of all of the prediction errors for that 

test set. Every mistake in a forecast is the disparity 

between the observed value and the expected value for a 

given occurrence. 
 

 𝑀𝐴𝐸 =  
∑ 𝑎𝑏𝑠(𝑦𝑖−𝜆(𝑥𝑖))𝑛

𝑖=1

𝑛
 (12) 

 

Here, 𝑦𝑖 is the actual test instance's goal value, 𝑥𝑖, 𝜆(𝑥𝑖) 
is the projected goal value for the test instance, 𝑥𝑖 and the 

quantity of test examples is n. Figure 5 denotes the 

comparative analysis of MAE with traditional and 

suggested technique. 
 

 
 

Fig. 5 – Comparative analysis of MAE with traditional and 

suggested technique 
 

The difference between the reference and anticipated 

E-field magnitudes, expressed as an absolute value, is 

known as the MAE. The proportion of the reference E-field 

magnitude to the MAE inside the associated target zone 

was called the mean relative error (MRE). Fig. - 6 denotes 

the comparative analysis of AMRE with traditional and 

suggested technique.  
 

 
 

Fig. 6 – Comparative analysis of AMRE with traditional and 

suggested technique 

 

5. CONCLUSION 
 

Electromagnetic radiation based Renewable energy is 

rising as a result of current worries brought on by climate 
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change and global warming. Accurate renewable energy 

forecasting is therefore essential, and several research in 

this area have been carried out. The renewable energy has 

garnered interest, and several research have lately been 

conducted in this area due to its sustainability and 

minimal environmental contamination. The energy supply 

in the foreseeable future will be one of the biggest 

obstacles for renewable energy. We proposed an EASNB 

method for evaluating the sustainable renewable energy 

based on electromagnetic radiation. Our suggested 

approach EASNB performs at a 95 percent above efficiency 

when compared to other current techniques. Furthermore, 

it is problematic to use closed mathematical forms to 

represent a renewable energy producing systems due to 

the complexity of the numerous environmental 

circumstances in such networks. As a result, using 

ensembling algorithms to forecast the future of renewable 

energy has become increasingly popular. 
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Використовуючи складний алгоритм машинного навчання (ML), це дослідження розглядає напрямок 

генерації відновлюваної енергії на основі розподіленого електромагнітного випромінювання та його зв’язок із 

споживанням традиційних джерел енергії. Для аналізу здійсненності стратегії проектування енергетичної 

системи може бути використана модель прогнозування відновлюваної енергії з довгостроковим горизонтом. У цій 

роботі пропонується розширений байєсівський метод (EASNB) для оцінки сталої відновлюваної енергії. Для цього 

дослідження спочатку збирався набір даних про відновлювані джерела енергії, а потім нормалізовували 

фактичні дані на етапі попередньої обробки, щоб отримати точну оцінку енергії. Потім відповідні атрибути з 

попередньо оброблених даних витягувалися за допомогою лінійного дискримінантного аналізу (LDA). Отже, 

ефективна оцінка стійкої відновлюваної енергії здійснюється за допомогою запропонованого підходу EASNB. 

Спроможність запропонованого методу вимірюється за значенням R2, MASE, AMRE, показниками точності та 

порівнюється з існуючими підходами. Результати цього дослідження показують, що коли мова йде про оцінку 

сталої відновлюваної енергії, наш метод працює краще, ніж ті, які зараз використовуються. Здорове навколишнє 

середовище є результатом визначення точного та відповідного споживання енергії та сприяння використанню 

сталої енергії. Майбутні оцінки очікують, що споживання відновлюваної енергії складе приблизно 79,03 ЕДж у 

2025 році, а також 55% виробництва енергії в середньому в 2040 році. 
 

Ключові слова: Електромагнітне випромінювання, Енергоспоживання, Машинне навчання (ML), Лінійний 

дискримінантний аналіз (LDA), Байєсівський метод із розширеним масштабуванням атрибутів (EASNB). 
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