JOURNAL OF NANO- AND ELECTRONIC PHYSICS
Vol. 15 No 4, 04022(5pp) (2023)

MYPHAJI HAHO- TA EJIEKTPOHHOI ®I3HKH
Tom 15 Ne 4, 04022(5cc) (2023)

Distributed Electromagnetic Radiation Based Renewable Energy Assessment Using Novel
Ensembling Approach

Avinash Kumar!, Chetan More?, Namita K. Shinde?, Nikale Vasant Muralidhar3, Anurag Shrivastava4,
Ch. Venkata Krishna Reddy?, P. William®é*

1 Guru Gobind Singh Educational Society's Technical Campus, Bokaro Jharkhand- 827013, Jharkhand University of
Technology, Ranchi, India
2 Department of E&TC, Bharati Vidyapeeth (Deemed to be University) College of Engineering, Pune, India
3 Department of Physics, Rayat Shikshan Sanstha's Dada Patil Mahavidyalaya, Karjat Dist Ahmednagar,
Maharashtra, India
4 Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences, Chennai, Tamilnadu, India
5 Department of Electrical and Electronics Engineering, Chaitanya Bharathi Institute of Technology, Hyderabad, India

6 Department of Information Technology, Sanjivani College of Engineering, SPPU, Pune, India
(Received 14 June 2023; revised manuscript received 18 August 2023; published online 30 August 2023)

Using a sophisticated resembling based machine learning (ML) algorithm, this research looks at the direction of
renewable energy generation based on distributed electromagnetic radiation and how it relates to the consumption of
traditional energy sources. For a feasibility analysis of the energy system design strategy, a forecasting model for
renewable energy with a long-time horizon may be used. In this paper, an enhanced attribute-scaled naive Bayesian
(EASNB) method is proposed for assessing sustainable renewable energy. For this study, we first collect a dataset on
renewable energy sources, and then we normalize the actual data as a pre-processing step to get an accurate energy
assessment. Then, the relevant attributes from the pre-processed data are extracted using linear discriminant analysis
(LDA). Consequently, the efficient assessment of sustainable renewable energy is accomplished using the suggested
EASNB approach. The suggested method's ability is measured in terms of R2 value, MASE, AMRE, accuracy indicators,
and is compared with that of existing approaches. The findings of this research indicate that, when it refers to the
evaluation of sustainable renewable energy, our method performs better than the ones currently in use. A healthy
environment results from determining the exact and appropriate consumption of energy and promoting the use of
sustainable energy. Future estimates expect the consumption of renewable energy at around 79.03 EdJ in 2025 as well
as 55% of energy output on average in 2040.
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1. INTRODUCTION

Globally, the use of renewable energy sources
considering wind power, solar energy, and fuel cells has
been encouraged via the implementation of sustainable
and renewable energy networks and laws. Information
regarding renewable energy may have an effect on the
economic and environmental feasibility of renewable
energy sources in a number of ways, including the
choosing of renewable energy facilities in light of their
capabilities and the daily complex patterns of energy
demand and supply [1]. For a feasibility analysis of the
energy system design strategy, a forecasting model for
renewable energy with a long-time horizon may be used.
In addition, this approach can cut down on unneeded
regulatory expenses while integrating renewable energy
sources into the energy system [2].

The electric power system faces difficulties as a result of
the increasing penetration of renewable energy since its
supply is erratic and may not match demand perfectly. As an
illustration, a sudden variation in frequency may result from
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days that are gloomy, wet, and windless. These energy
resources instability and low producing inertia lead to an
imbalance in the power system, which can compromise the
stability of the electric grid. It is necessary to continually
manage the balance between supply and demand in order to
preserve the stability and dependability of power networks
with significant penetrations of renewable energy sources [3].
The investigation of connected issues is nonlinear and
unpredictable since the electric and sustainable energy
networks are undergoing continuous dynamic change. Its
study is mostly hindered by the fact that most of the time it
is hard to develop precise mathematical formulas or to define
it using statistical models [4]. For the purpose of evaluating
sustainable renewable energy sources, an enhanced
attribute-scaled naive Bayesian (EASNB) technique has been
presented.

The further part of the study includes section II
indicates the related works, section III indicates the
suggested work, phase IV indicates the result and
discussion, and phase V indicates the conclusion.

The results were presented at the 34 International Conference on Innovative Research in Renewable Energy Technologies (IRRET-2023)
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2. LITERATURE SURVEY

The research [5] provided a comprehensive overview of
machine learning (ML) apps in manufacturing fields that
have a significant impact on environmental sustainability,
such as “renewable energies, smart grids, the catalysis
industry, and power storage and distribution”. The study [6]
provided a summary of the ML and meta-heuristic
optimization-based renewable energy forecasting methods
that have been applied in this sector. A thorough
bibliography is also done, suggestions for further research
are offered, and a number of difficulties have been
discussed. The study [7] reviewed the most recent and
significant scholars in the field of learning-based
approaches to renewable challenges. There are several
different “Deep Learning (DL) and ML methods” used in
solar and wind energy supply. A new taxonomy is used to
evaluate how well the approaches described in the research
execute. The goal of this study is to undertake complete
procedures leading to performance assessment of the
provided approaches. It also analyses significant challenges
and opportunities for in-depth study. The research [8]
offered a method for producing electrical energy from the
wind called “Multi-Objectives Renewable Energy-
Generation (MORE-G)”. The MORE-G is distinguished by
tackling a pressing issue, decreasing material costs (i.e.,
lowering the demand for labour and decreasing reliance on
outside nations for the import of electricity), and expanding
the scope of the ministry of energy.

3. PROPOSED WORK

The overuse of fossil fuels would not only speed up the
depletion of fossil fuel reserves but also have a severe
impact on the environment, as is now widely accepted.
This is because global industry is advancing quickly.
These factors will lead to rising health hazards and the
risk of climate change. To overcome this issue, we
proposed an Enhanced attribute-scaled naive Bayesian
(EASNB) method. Fig. 1 denotes the representation of our
proposed methodology.

3.1 Dataset

Publicly accessible datasets, namely a wind dataset,
were utilized to confirm and assess the effectiveness of the
suggested technique. This information was acquired in
New Kirk and retrieved from NREL. The power is
expected in this dataset, which considers the five inputs of
“wind speed, wind direction, air temperature, air density,
and surface air pressure” [8-10]. Wind dataset is described,
together with its parameters and units. Table 1 denotes
the summary of wind dataset along its variables and units.

3.2 Data Preprocessing Using Normalization

Data normalization is a pre-processing technique that
involves scaling or otherwise altering the data to ensure
that each feature contributes consistently. A technique
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called min-max normalization converts the initial range of
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Fig. 1 - Representation of our suggested technique

Table 1 - A summary of the wind dataset, including its units and
variables

Max Air Density 1.0950 Kg/m?
Latitude 35.00168
Time interval 5 min
Longitude —104.258
Duration (1 year) 2012
Totals Points 105.121

data linearly. It is a method that maintains the connection
between the real information. It is a key approach that can
correctly fit data into pre-defined borders and bounds.
According to this normalizing technique,

L= ( L-minvalue of L
~ \maxvaiue of L-minvalue of L

)*(O—G)+G 1)

Where, L’ denotes Min-Max normalized data. Pre-defined
boundary is [G, O] L represents the range of actual data &
M represents the mapped one information.

3.3 Feature Extraction Using Linear Discriminant
Analysis (LDA)

Features, or the traits of the objects of interest, when
properly chosen, are reflective of the most pertinent data
the picture has to provide for a thorough characterization
of a lesion. The most noticeable traits that are typical of
the different classes of objects are extracted using feature
extraction approaches, which analyses objects and
photographs. By taking into account the definition of the
pertinent aspects of the picture into a feature vector, the
extracted feature must offer the classifier with the
characteristics of the input type [1, 11].

Finding a linear combination of characteristics is done
using LDA techniques in statistics, pattern recognition,
and ML. LDA makes a clear effort to represent the
distinction between the various data classes. On the other
hand, factor analysis creates the feature whereas PCA
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ignores any class differences. LDA provides a linear
combination of the features that produces the highest mean
differences between the target classes when given a set of
independent characteristics with respect to which the
information is defined. We specify two metrics: 1) one is
referred to as the within-class scatter matrix as provided by

. ; ; S
Tx = B4, 0 W — ) (W) — ) @)

“Here w} is the i*» example of a class i, y; is the mean of

class i,d is the number of classes, and y; is the number of
samples in class j and 2) between class scatter matrix”

Ta =Y (u—w -’ 3)

where p stands for the average across all courses.

3.4 Attribute-scaled Naive
Method

Bayesian (ASNB)

The impacts of noisy or pointless qualities can be
removed via effective attribute scaling. We provide a
scaled method in this section, where each conditional
attribute-class probability is given its own power as a
weight. There are exactly as many class labels as there are
scaled for each characteristic. Although the basic concept
of our scaling approach is the same as that of the works in,
it differs from other techniques in that it builds a correct
objective function and applies a novel scaling procedure.

Assume that N ={l,,M,},1 <x <D, where D is the
number of instances and M,e{M,..,M.}. I, is an n-
dimensional vector, I, = (le'lxz_____'lm_),d is the number of
attributes, and M, is the class lable. In this article, we
explore the binary categorization and presumptively use
the categories 1 and — 1. Then, for each attribute, we
describe two scalable, one corresponding to the class
C; = 1 and another to the class C, = —1. By including two
scaling for each attribute, the scale NB classifies an
instance I, by choosing:

arg max K(M) [T K (lxp| YL @

In equation (5), there are two alternatives for p in j,,. We
donate these cases by. j, and 7, if I, is allocated to the
real class and its counterpart, respectively. Assuming that
M, is the real class of I, the value of K(M;|L,) is x =
1,....,D where M, = —M,,. Then it is quite natural that the
value of

K (Mp) Tl K (Lip M) ™ ®)
Must be higher, while the value of
K (¥, Ty K (1 11,) ™ ®)

The following may be written by taking into account the
scaled for attributes:

K(Mp) =1 K(IXPWP)J:W—K(’W;J) =1 K(’xpr)jW (7

o D
maximize w = —,
40w) L= K(Mp) Tl K (L Mp) ™ K (#p) TT8h ., K (1xp|¥1p)"*
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where j = (J1J1, )22, --JarJo,) is & set of unknown variables
(attribute scales). The objective function (8) resembles the
objective function in many ways. The scaled in number (8)
1s seen as a positive number. Additionally, we set a cap for
these scaled to protect huge quantities. So, using a hyper
box, we maximize the aforementioned goal function [e; g]:
consequently, the issue (8) may be described as a restricted
optimization problem:

minimize — q(j)

Subject to J, Jy, €[e,gl,. 1 <x <d (©)]

It is possible to use a variety of techniques to convert
the issue (8) into an unconstrained optimization. A local
optimization approach is used to determine the scales in
equation (8). The quiescent approach is applied with the
NB classifier as the starting point. In order to discover the
attribute scales for further development, we more
accurately initialize everything scaled to unity and then
employ the quiescent approach [12-14]. In other words, we
begin our search for the best classifier with the NB
classifier. It should be noted that a global optimization
may also be used to determine the issue's overall solution
(8), although doing so will make the issue more difficult.

4. RESULT AND DISCUSSION

Energy from renewable sources is good for the
environment. However, a variety of properties of
renewable energy can cause uncertainty in its use as a
power source. Here, we proposed an enhanced attribute
scale naive bayes (EASNB) method and we analyze with
other existing method like Deep neural network (DNN),
Bidirectional long short term memory (BiLSTM),
Convolutional neural network-BiLSTM (CNN), AB-Net.
Accuracy is the measure of how closely an analyzed or
calculated value resembles its genuine value. The error's
ratio is multiplied by 100 to determine the error's
percentage. Fig. 2 represents the outcome of accuracy.
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Fig. 2 — Outcome of accuracy

Mean Absolute Scaled Error (MASE) is a scale-free
mistake measure that introduces each error as a ratio to
the average error of a baseline. MASE has the benefit of
not providing undefined or infinite values, making it a
desirable option for intermittent-demand series. It may be
used to a single series or as a tool for series comparison.
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The following equation gives the definition of MASE:

MASE = mean (|q;|) 9)
Here,
e

L g 10)
The collection of forecasting sample periods is given by
t = 1...n. Fig. 3 denotes the comparative analysis of MASE
with traditional and suggested technique.

In a regression analysis, the R-Squared statistic is
used to determine what fraction of the variation in the
based-on variables can be accounted for by the
independent variable. To put it another way, R-squared
shows how well the data fit the regression analysis.

EASNB [Proposed]
W AB-NET [18]
W CNN-BiLSTM [17]

m Bi-LSTM [17]

0.009 0.0095 0.01 0.0105 0.011 0.0115 0.012 0.0125

MASE (%)

Fig. 3 — Comparative analysis of MASE with traditional and
suggested technique

Ssregression (1 1)

R — squared =
SStotal

Here,
SSregression 18 the total of squares resulting from regression
SSiotar 18 the total of squares.

The definitions of the variables are clear despite the
labels "sum of squares owing to regression" and "total sum
of squares," which may be unclear. The sum of squares
resulting from regression gauges how well the regression
model corresponds to the modelling data. The sum of all
squares calculates the variance in the measured values.
Figure 4 shows the comparison of R-Square with
conventional and recommended procedures.

0.998
0.997 M DNN [16]
= 0.996 ® EASNB [Proposed]

0.995

square (%)

0.994
= 0.993
0.992

0.991

Fig. 4 — Comparative analysis of R-square with traditional and
suggested techniques

Mean Absolute Error is one metric for evaluating
regression models (MAE). The MAE of a system is defined
as the average absolute value of each prediction error over
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all instances in the test set. The MAE statistic is used in
regression models as a measure of model quality. The
MAE of a system for a certain test set is simply the average
of the absolute values of all of the prediction errors for that
test set. Every mistake in a forecast is the disparity
between the observed value and the expected value for a
given occurrence.

- n

MAE (12)

Here, y; is the actual test instance's goal value, x;, A(x;)
is the projected goal value for the test instance, x; and the
quantity of test examples is n. Figure 5 denotes the
comparative analysis of MAE with traditional and
suggested technique.

MAE (%)
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0.075
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0.072 .
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Bi-LSTM [17] CNN-BILSTM[17] AB-NET [18] EASNE [Proposed]

Fig. 5 — Comparative analysis of MAE with traditional and
suggested technique

The difference between the reference and anticipated
E-field magnitudes, expressed as an absolute value, is
known as the MAE. The proportion of the reference E-field
magnitude to the MAE inside the associated target zone
was called the mean relative error (MRE). Fig. - 6 denotes
the comparative analysis of AMRE with traditional and
suggested technique.

T ;
DNN [16] EASNB [Proposed]

Fig. 6 — Comparative analysis of AMRE with traditional and
suggested technique

5. CONCLUSION

Electromagnetic radiation based Renewable energy is
rising as a result of current worries brought on by climate
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change and global warming. Accurate renewable energy
forecasting is therefore essential, and several research in
this area have been carried out. The renewable energy has
garnered interest, and several research have lately been
conducted in this area due to its sustainability and
minimal environmental contamination. The energy supply
in the foreseeable future will be one of the biggest
obstacles for renewable energy. We proposed an EASNB
method for evaluating the sustainable renewable energy
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Ouninka BigHOBIIOBAHOI eHepril Ha OCHOBI PO3IIOAIJIEHOIO €JIEKTPOMATHITHOIO BUIIPOMIiHIOBAHHSA
3 BUKOPHUCTAHHIM HOBOTIO IIiAX0Ay A0 rPyIIyBAHHS
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BuxopucroBytoun criammuit asroputm MammeHOTO HaBuauus (ML), 11e JoC/KeHHS POSIIsIae HAMPSIMOK
reHepartii BITHOBJIOBAHOI €Heprii Ha OCHOBI PO3IIOILIEHOTO €JIEKTPOMATHITHOIO BUIIPOMIHIOBAHHS Ta MOr0 3B’sI30K 13
CIIO3KMBAHHSM TPATUINHHUX Jprepest eHepril. Jlims amamay 3mificHeHHOCTI cTpareril IIPOEKTYBAHHS €HEPreTHIHOL
CHCTeMH MOsKe OyTH BUKOPHCTAHA MOJIE b TIPOTHO3YBAHHS BITHOBJIIOBAHOI €HEPTIi 3 JIOBIOCTPOKOBUM T'OPHU30HTOM. Y I
Po0OTI MPOIOHYEThCA Po3impernii batteciBebkuii Metor (EASNB) mutst orinku crasiol BigHOBIIOBaHOI eHepril. JIJ1s 11poro
JIOC/TIKEHHS CIIOYATKy 30MpaBcsa HaOlp JaHWUX IIPO BIIHOBJIIOBAHI JKepesia eHeprii, a I0TIM HOPMAJIi30BYBAJIHA
daxTHUHI JaHI Ha eTalll IIomepeaHboi 00POOKH, 100 OTPHMMATH TOYHY OLIHKY eHeprii. IToTiM BimmosimHi aTpuOyTu 3
TIOTIEePEHBO 00POOJIEHNX JTAHWX BUTSTYBAJIUCSA 34 JIOMOMOrO0 JHiMHOrO juckpuminantaoro anamdy (LDA). Otke,
eeKTMBHA OIIHKA CTIMKOI BiIHOBJIIOBAHOI €Hepril 3IiMCHIOETHCA 34 IOIIOMOIOI0 3ampoIloHoBaHoro maxoxy EASNB.
CIIpOMOKHICTE 3aIIPOIIOHOBAHOIO METOy BHMIpIoeThes 3a sHadeHHsM R2, MASE, AMRE, nokasHukamu TOYHOCTI Ta
TIOPIBHIOETHCST 3 ICHYIOUMMHY IMIX0AaMU. Pe3ymbTaTh 1bOT0 JTOCIIKEHHST TIOKA3yI0Th, 10 KOJIM MOBA HJIe TIPO OITHKY
CTaJI01 BITHOBJIIOBAHOI €HEePTii, HAIII METO]T IIPAITIoE KPallle, HiK Ti, SIK1 3apa3 BUKOPHUCTOBYIOTEC. 3710p0Be HABKOJIMIITHE
CEPEJIOBUIIE € Pe3yJIbTATOM BU3HAYEHHS TOYHOIO Ta BIINOBIIHOIO CIIOKMBAHHS €HEPril Ta CIIPUSHHS BUKOPUCTAHHIO
craJiol ereprii. MaiiOyTHI OIIHKN OYIKYIOTh, 1110 CIIOYKMBAHHS BITHOBJIIOBAHOI eHeprii ckirase rpubiausuo 79,03 Elx y
2025 porti, a Takox 55% BUPOOHUIITBA eHepril B cepeaabomy B 2040 porrt.

Knrouosi cioea: Enexrpomarnitae BumpomiHioBauus, ExeprocmosknBants, Mammane Hapuanus (ML), Jliwiiiumic
muckpuvinaaTHul anams (LDA), BatieciBebknii MeToq i3 posmmpennM MacirrabyBaraaaM atpudyTis (EASNB).
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